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Abstract—Community Question Answering Services (CQAS) (e.g., Yahoo! Answers) provides a platform where people post questions
and answer questions posed by others. Previous works analyzed the Answer Quality (AQ) based on answer-related features, but neglect
the question-related features on AQ. Previous work analyzed how asker- and question-related features affect the Question Quality (QQ)
regarding the amount of attention from users, the number of answers and the question solving latency, but neglect the correlation
between QQ and AQ (measured by the rating of the best answer), which is critical to Quality of Service (QoS). We handle this problem
from two aspects. First, we additionally use QQ in measuring AQ, and analyze the correlation between a comprehensive list of features
(including answer-related features) and QQ. Second, we propose the first method that estimates the probability for a given question to
obtain high AQ. Our analysis on the Yahoo! Answers trace confirmed that the list of our identified features exert influence on AQ, which
determines QQ. For the correlation analysis, the previous classification algorithms cannot consider the mutual interactions between
multiple (>2) classes of features. We then propose a novel Coupled Semi-Supervised Mutual Reinforcement-based Label Propagation
(CSMRLP) algorithm for this purpose. Our extensive experiments show that CSMRLP outperforms the Mutual Reinforcement-based
Label Propagation (MRLP) and five other traditional classification algorithms in the accuracy of AQ classification, and the effectiveness
of our proposed method in AQ prediction. Finally, we provide suggestions on how to create a question that will receive high AQ, which
can be exploited to improve the QoS of CQAS.
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1 INTRODUCTION

S Earch engines are widely used in our daily life to find the
answers to questions. However, they require users to know

the effective search keywords to questions, without which users
may spend an extremely long time in searching for answers [35].
Since some user questions are typically personal, heterogeneous,
extremely specific and open-ended, search engines are usually
not intelligent enough to find a single web page that can directly
answer such questions [36]. Since real humans are believed to
understand and answer better than a machine [41], Community
Question Answering Services (CQAS) provide a platform to
allow people to post questions and answer questions posed by
others. In a CQAS, a question is open for receiving answers
during a certain time period. An asker can select the best answer
for his/her question along with a rating in a given range (e.g.,
[1,5]). Also, each question has an attribute of “tag-of-interests”,
which represents the number of users interested in this question.

Although CQAS provides more effective ways to find answers
by using human resources, it is found that a large portion of
questions remain unanswered in such systems, referred to as
question starvation phenomenon [23], [36]. To solve this problem,
it is important to improve the Question Quality (QQ) in order
to attract more attention to a question from users. A previous
work [22] measured QQ with consideration of the amount of
attention from users, the number of answers and the question
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solving latency. However, this work neglects the correlation
between QQ and AQ, which is critical to QoS. Agichtein et al. [3]
showed that QQ correlates with AQ. In addition to the number
of responses and response latency, AQ also is a critical factor
that determines the Quality of Service (QoS) of CQAS. Thus, we
argue that QQ measurement should also consider AQ. As a result,
enhancing QQ will automatically improve AQ and hence QoS.

In this work, we consider the correlation between QQ and
AQ from two aspects. First, we additionally use QQ in measuring
AQ, and analyze the correlation between a comprehensive list of
features (including answer-related features) and QQ. Second, we
propose the first method that estimates the probability for a given
question to obtain high AQ. Our work has more advantages over
the work in [22] also in that we identified more features in the
asker- and question-related types that affect QQ. Though many
previous works analyzed AQ, they focus on the analysis of the
influence from the answer-related features (e.g., answer length,
reference inclusion), which cannot be retrieved until the answers
are posted. While our work can proactively predict AQ upon the
posted question, it also provides suggestions on how to create a
question that can receive a high AQ.

Our analysis of the Yahoo! Answers trace confirmed that
the list of our identified features exert influence on AQ, which
determines QQ. For the correlation analysis, the previous classifi-
cation algorithms cannot consider the mutual interactions between
multiple (>2) classes of features. We propose a novel Coupled
Semi-Supervised Mutual Reinforcement-based Label Propagation
(CSMRLP) algorithm for this purpose. Our extensive experiments
show that CSMRLP outperforms MRLP and five other classic
classification algorithms in the accuracy of AQ classification, and
the effectiveness of our proposed method in AQ prediction. Final-
ly, we provide suggestions on how to create a question to receive
high AQ, which can be exploited to improve the QoS of CQAS.
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(b) Four types of features in our work [22]
Fig. 1. Comparison of features designed in previous work and our work.

In order to identify the factors influencing QQ, we conducted
statistical analysis on a trace from Yahoo! Answers [1], and extract
four kinds of features: question-, asker-, category- and answer-
related features. For the correlation analysis, it is important to con-
sider the mutual interactions between multiple classes of features.
However, traditional classification algorithms cannot consider
such mutual interactions, while MRLP [22] cannot consider the
mutual interactions between multiple (>2) classes of features. To
handle this problem, we propose a graph-based Coupled Semi-
Supervised Mutual Reinforcement algorithm (CSMRLP) that
considers the four kinds of features to accurately predict QQ, i.e.,
to classify it into either the high quality class or the low quality
class. CSMRLP views the interactions in CQAS as composite
bipartite graphs and exploits mutual reinforcement between the
connected entities in each bipartite graph. We conducted extensive
trace-driven experiments to compare the performance of CSMRLP
with MRLP [22] as well as five other traditional classification
algorithms. The experiment results show that CSMRLP
outperforms other methods in terms of different metrics, which
also indicates our four features together can better represent QQ.

The contribution of the paper is summarized as follows:
• We re-defined QQ and analyzed the correlation between

various factors and QQ using our crawled data from Ya-
hoo! Answers to identify the factors affecting QQ. Based
on our analysis results, we identified a comprehensive list
of four kinds of features: question-, asker-, category- and
answer-related features that are closely related to QQ for
QQ prediction.

• Based on the features highly related to QQ, we propose a
novel graph-based CSSL (Coupled Semi-Supervised Mu-
tual Reinforcement) algorithm CSMRLP to predict QQ.

• We evaluate CSMRLP’s classification performance for QQ
and compare it with MRLP and other various classic clas-
sification algorithms. The experiment results demonstrate
the advantages of CSMRLP.

• By modeling the interaction between answerers and an-
swers, the interaction between questions and answers,
and the interaction between categories and questions and
answers, we propose an algorithm CSMRLPAQ (Cou-
pled Semi-Supervised Mutual Reinforcement-based Label
Propagation Answer Quality) for answer quality estima-
tion.

• In the view of the features of a question, we provide
guides on how to ask high quality questions that have a
higher probability of receiving high quality answers.

The remainder of this paper is organized as follows. Section
2 presents a review of the related work. Section 3 introduces

preliminaries and objective. Section 4 presents the ground truth
and our analysis on the crawled data from Yahoo! Answers.
Section 5 describes the prediction methods. Section 6 presents the
experimental results. Section 7 concludes our work with remarks
on our future work.

2 RELATED WORK
Question answering roles in the context of the community Q&A
site have been examined. Harper et al. [14] investigated predictors
of answer quality through a comparative, controlled field study
of responses provided across several online Q&A sites. Recently,
much research has been conducted on CQAS in order to enhance
the QoS of CQAS. Some works focus on finding similar questions
in the archive for a given question to retrieve historical high quality
answers for the question. Jeon et al. [16] presented a translation-
based retrieval model to find similar questions in a large question
and answer archive. Wang et al. [38] analyzed the syntactic tree
matching method and used it to find similar questions. Shtok et
al. [36] analyzed question starvation, and proposed to find the
similar resolved questions to reduce the number of unanswered
questions. Identifying experts in communities to answer questions
helps increase AQ. Bouguessa et al. [7] proposed a model based
on InDegree which is the number of best answers provided by
users to identify experts. Zhang et al. [42] analyzed data from an
online forum, seeking to discover users with high expertise. Pal et
al. [28] explored approaches to identify potential experts as early
as within the first two weeks of their association with the CQAS.
Riahi et al. [31] built a profile for each expert and used the profiles
to find experts in community question answering. Yang et al. [40]
proposed Topic Expertise Model (TEM) and CQARank to find the
right experts, retrieve archived similar questions and recommend
best answers to new questions. Some works aim to identify one or
more answers from a list of candidate answers that semantically
answer the corresponding question [39]. Ko et al. [19] proposed
a unified probabilistic answer ranking model to simultaneously
address the answer relevance and answer similarity problems.
Wang et al. [39] proposed a method to rank community answers by
modeling question-answer relationships via analogical reasoning.
Asker satisfaction plays crucial role in the growth or decay of
a CQA. Liu et al. [25] presented a general prediction model
to predict asker satisfaction from the perspective of information
seeker, which is in contrast to the more traditional relevance-based
assessment.

Little previous research payed attention to question [18],
[34], which directly affects AQ [3]. Shah et al. [34] investigated
question quality among questions posted in Yahoo! Answers to
assess what factors contribute to the goodness of a question and
determine if poor quality questions could be flagged. Kitzie et
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al. [18] explored the relationship between determinants of question
quality as provided by human assessors (non-textual features),
and features mechanically extracted from the question content
(textual features), and found that textual features make a signif-
icant contribution to explaining assessments of question quality.
Li et al. [22] proposed a Mutual Reinforcement-based Label
Propagation (MRLP) to predict QQ. Their model only considers
asker- and question-related related features. Also, they neglect AQ
in measuring QQ [6]. Unlike these previous works, however,
our work is innovative because i) it is the first that can predict
AQ upon question posting; ii) we identified a comprehensive list
of factors that affects AQ by comprehensive trace data analysis;
and iii) we designed the first classification algorithm that can
consider the interactions between multiple (>2) types of features
in classification.

Classification algorithms are important for quality prediction
based on different features. Mutual Reinforcement-based Label
Propagation (MRLP) proposed in [22] can only consider the
interaction between two types of features to predict QQ in CQA
service. There are many traditional classification algorithms. Naı̈ve
Bayes [11], [21] is a simple, fast, yet surprisingly effective method.
It outperformed many sophisticated classifiers over a large
number of datasets, especially where the features are not strongly
correlated. Decision Trees [5], [27] can handle different types of
features and they have been used successfully in many real-word
situations. We choose two implementations of decision tree [30],
C4.5 algorithm and RandomForest, to perform classification, and
compare our proposed algorithm with these two algorithms. J48,
the Weka implementation of the famous C4.5 algorithm, is used
(Quinlan 1996) [5]. Boosting has been shown to be quite effective
for many tasks (e.g., Freund and Schapire 1996) [33]. Specifically,
we use the Weka implementation of AdaBoost AdaBoost.M1
(AdaBoostM1 in short) [13] to effectively classify QQ and AQ.
Support Vector Machine (SVM) [10], [26], [37] constructs a
hyperplane or set of hyperplanes in a high- or infinite-dimensional
space, which is used for classification, regression, or other tasks.
Support Vector Machines are widely used classifier because of its
robustness in the presence of noise, and high reported accuracy. In
this paper, we use the Weka implementation of SMO [25], [29] to
efficiently handle large training sets without requiring a quadratic
programming solver. However, the traditional classification
algorithms cannot consider the interaction between different
types. Our CSMRLP classification algorithm is novel because it
can consider the interactions between ≥ 2 types for classification.

3 DEFINITION AND OBJECTIVE

In this section, we first introduce the preliminaries, our definitions
and assumptions, and then introduce our objective of this work.
In Yahoo! Answers, an asker needs to pay 5 points for asking
one question, and an answerer receives 2 points for answering
a question, and receives 10 points if his/her answer is chosen as
the best answer. The system assigns stars to each user based on
his/her answering activity, and also gives each user a level ([1,7])
based on the user activity, duration of membership, etc.
Definition 1 (Asker satisfaction). An asker in a QA community is

satisfied with the service if and only if the following conditions
are satisfied: 1) (s)he personally closed the question, 2) (s)he
chose the best answer, 3) (s)he provided a ≥ 3 rating for the
best answer. This rating is referred to as asker rating for short.

The rating score of the best answer reflects the asker’s degree
of satisfaction.

Definition 2 (Question Quality). Question Quality (QQ)
is defined as “well-formedness, readability, utility and
interestingness” [3], and refers to its ability to attract users’
attention [22], gain answering attempts, and improve the
response timeliness and quality of the best answer.

We set the range of QQ to [0,1]. To convert the rating to a
two-class decision, we consider the questions in the range [0.6,1]
as high quality questions and those in the range [0,0.6) as low
quality questions. We regard answers with a rating ≥ 3 as good
answers and those with a rating ≤ 2 as poor answers.
Definition 3 (Answer Quality). Answer Quality (AQ) refers

to the ability that a given answer will be chosen as the
best answer indicating the responsiveness, accuracy, and
comprehensiveness of the answer to a question [6]. The
answer is considered to be a high-quality answer, if it 1) is
selected as the best answer, and 2) receives a rating ≥ 3.

Our problem is to evaluate QQ, and then estimate the
probability that the question will obtain a high-quality answer.
The final goal of our work is to answer the question how to
generate a question (in the view of the question features) to obtain
a high-quality answer.

4 DATA DESCRIPTION AND ANALYSIS

In this section, we first describe our dataset, then we provide
the description of ground truth for question quality, providing
the baseline for the following studies and analyses. Finally, we
analyze the trace data and observe that category-, asker-, and
answer-related features influence QQ.

4.1 Dataset
In order to get representative data for our experimental analysis
from Yahoo! Answers, we crawled all the questions posted
between May and June 2013, and randomly sampled 10,000
questions from 26 categories posted during that time period. Table
2 shows the statistics of the sample data. We also crawled the
profile page of each user and saved the statistics of his questions
and answers to study the historical features of users. Basically, a
user’s profile contains the following information: user level, the
number of stars received, the number of points earned, the number
of questions asked, the number of questions resolved, the number
of questions answered, and the number of those answers that
were chosen as the best answers. Each user has a “Member since”
attribute, which means the time period since (s)he registered for
the CQAS as a user.

4.2 Ground Truth
We set the ground truth using human assessments. Specifically, we
used Amazon’s paid rater service, Mechanical Turk (MTurk) [2],
[17], to assess question quality by asking MTurk workers to rate
questions. We used a 3-scale rating method for all rating tasks,
{good=1, medium=2, bad=3}. Each question is labeled by 5-7
workers. MTurk workers were provided the following guidelines:

10,000 questions will be given to you. Each question has been
posted to the social question and answering site Yahoo! Answers.
Yahoo! Answers is a CQAS, and anyone can sign up and
participate by asking questions, answering questions, voting on
the best answer to a question, giving comments to questions, and
other activities.

We would appreciate if you would identify a question as good,
medium, or bad. A question is considered as good if you think it
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TABLE 1
Summary of questions with high quality and low quality levels

Quality Level High Quality Low Quality
Count 6138 3862

can be answered and it can clearly communicate the asker’s infor-
mation need; a question is considered as medium if you think it can
be answered but it cannot clearly indicate the asker’s information
need; a question is considered as bad if you think it cannot be an-
swered and it cannot clearly indicate the asker’s information need.

In order to validate the labels of MTurk workers, we asked 10
researchers to label the quality for all questions. Then we analyzed
the agreement between the MTurk workers and the researchers.
We first calculated the average rating by researchers and the
average rating by MTurk workers for each question, respectively,
then we used a threshold Sth to cast each average numerical rating
score dr into a binary rating br (if dr ≤ Sth then br = high quali-
ty, otherwise br = low quality), and finally we computed the Fleis-
s’s kappa coefficient [12] based on these binary ratings between
the two sources. The highest kappa value 0.47 was achieved with a
threshold of 1.5 (average agreement is around 0.75). The analysis
shows that the ratings from MTurk workers are reasonable.

From the above agreement analysis, we find that although
the kappa coefficient among MTurk workers is not very high
(possibly due to the careless rating of some MTurk workers), the
average rating by MTurk workers shows a moderate agreement
with researchers. Therefore, we use the average rating by MTurk
workers as our ground truth. Finally, we acquired the distribution
of question quality based on the MTurk and 10 researchers. Table
1 summarizes questions with high quality and low quality levels.

4.3 Data Processing
To make the data more amenable for modeling, we used a
two-stage preprocessing, performed on each feature:

1. We first parsed the raw text of each question, and obtained
the numerical values of features by counting or summation. For
example, we counted the words in a question’s subject to get
the numerical value of the feature “subject length”. For binary
features, such as “question’s references inclusion”, we used binary
variable to represent the numerical value of the feature.

2. For each feature, we normalized the numerical value of the
feature to a range between 0 and 1.

4.4 Data Analysis
4.4.1 Relationship between the QQ and Categories
Table 3 illustrates the detailed statistics of the top 10 most frequent
categories that are from Yahoo! Answers [1], [9] in our dataset.
We can find that the questions in these categories comprise almost
77% of all questions in the dataset. Question ratio of a category is
the percent of the questions in this category among the questions
in all 26 categories. In particular, the Entertainment & Music
category is the most popular category containing 16.22% of all
the questions and drawing 7.5 answers per question. Family &
Relationships also gains high popularity, which contains 12.77%
of all the questions and draws 5.1 answers per question. Politics
& Government contains 6.49% of all the questions and draws
8.61 answers per question. Science & Mathematics contains only
4.59% of all the questions and draws 7.76 answers per question.
Also, though asker rating is usually high as it is the rating of the
best answer, it still varies between the categories. Entertainment
& Music and Sports gain the highest asker rating, while Family
& Relationships the lowest. We see that the number of answers

TABLE 2
Statistics of the sample data crawled from Yahoo! Answers
Questions Answers Askers Categories

10000 57931 3922 26
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per question for the three categories are 7.50, 3.91 and 5.10,
respectively, which means that this metric and asker rating may
not have corresponding relationships. In short, AQ , one of the
determinants of QQ [6], and other statistics of the questions vary
among different categories, so category also affects QQ, and it
should be considered when evaluating QQ [14].
4.4.2 Relationship between the QQ and Askers
We use the average rating by MTurk workers to represent each
question’s quality, then we calculate the average QQ based
on questions’ average ratings by MTurk workers. Finally, we
normalize the average QQ to a range between 0 and 1. We analyze
the relationship between an asker’s QQ and his features. Figure
2(a) shows the correlation between the average QQ of users and
the number of user points. The users are ranked based on the
number of their points on the X axis. We see that the average QQ
increases as the user points increase. The more points an asker has
earned, the more likely the asker will ask high-quality questions.
Figure 2(b) shows the correlation between the average QQ of each
user and his level. The users are clustered and ranked based on
their levels on the X axis. We see that the average QQ increases as
the user level increases. The higher the level of an asker, the higher
the quality of questions he asks. Figure 2(c) shows the correlation
between the average QQ and user “Member since”. The users are
ranked based on their “Member since” on the X axis. We find that
the average QQ of users increases as the user “Member since”
increases. The longer an asker stays in the system, the higher the
probability that he will ask high-quality questions, which may
possibly due to more QA activity experiences.
4.4.3 Relationship between the QQ and AQ
Figure 3 shows the average QQ versus AQ. We use the average
rating by MTurk workers to represent QQ, and we normalize
QQ to a range between 0 and 1. The AQ is asker’s rating of the
best answer of the question. From the figure, we can find that the
average QQ increases as AQ increases, and vice versa. It confirms
our conjecture: low-quality questions are likely to receive poor
answers while high-quality questions are more likely to attract
good answers. QQ determines AQ to a certain extent.

To further investigate the relationship between QQ and AQ,
we first calculate the Pearson correlation between QQ and AQ for
the users of top K levels, then we compute the Pearson correlation
between QQ and AQ for the top K users ranked by users’ points.
Figure 4(a) shows the Pearson correlation between QQ and AQ for
the users of top K levels. In Figure 4(a), we can find that QQ is
related to AQ. Figure 4(b) reports the Pearson correlation between
QQ and AQ for the top K users ranked by users’ points. From
Figure 4(b), we can also find that QQ is related to AQ.
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TABLE 3
Detailed statistics for the top 10 most frequent categories in our dataset

Category Questions Answers Answers per question Question ratio Asker rating
Entertainment & Music 1622 12170 7.50 16.22% 4.56
Family & Relationships 1277 6508 5.10 12.77% 4.30
Society & Culture 1114 8922 8.01 11.14% 4.41
Health 789 3159 4.00 7.89% 4.42
Politics & Government 649 5589 8.61 6.49% 4.51
Pregnancy & Parenting 493 2600 5.27 4.93% 4.39
Science & Mathematics 459 3562 7.76 4.59% 4.45
Sports 435 1701 3.91 4.35% 4.56
Computers & Internet 408 2213 5.42 4.08% 4.38
Pets 397 1355 3.41 3.97% 4.44
Cumulative (10 Categories) 7643 47779 6.25 76.43% 4.44
Overall (26 Categories) 10000 57931 5.79 100% 4.34
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5 PREDICTION METHOD

In the above section, we observed that category-, asker-, and
answer-related features influence QQ. Then, in this section, we
propose a method that considers these three types of features and
question-related features to predict the QQ. We first identify the
features in each type (Section 5.1.1), and then propose a method
to use these identified features in QQ prediction (Section 5.2).

5.1 Features

5.1.1 Question

We first looked to previous works on CQAS (such as [22], [44])
to find as many possible features of each type. Table 4 illustrates
the features we found and their detailed description. Compared
to previous work [22], our work not only develops two more
kinds of features that affect QQ, but also designs some new
features belonging to question-related features and asker-related
features. For example, prior asker-answerer interaction (the
social interaction between askers and answerers) is an important
social component of Q&A sites (especially social Q&A sites).
Long-time askers and answerers (who have a long member since)
are likely to have interacted many times before, and some Q&A
systems allows friending/following/favoring particular users so
others can receive notifications of new content they post. Thus,
users who have social interactions are likely to answer each
other’s questions. Therefore, we added the feature of prior asker-
answerer interaction for question quality evaluation. To get the
value of the feature, we used asker/answerer overlap to measure
the feature. As in the work [32], we use N−(u) to denote the
set of in-neighbors of user u and use N+(u) to denote the set of
out-neighbors of user u, where the in-neighbor of u are users who
answered questions from u, and the out-neighbors are users whose
questions are answered by u. Then, we use |N−(u) ∩ N+(u)|
to calculate the value of asker/answerer overlap.

To identify the features that influence the QQ, and determine
the degree of influence of each feature on the QQ, we computed
the information gain (IG) of each feature in Table 4. Then, we
ranked the features based on their IGs and listed the top 20 features
in Table 6. Based on this data, we see that the most important
feature for creating a high quality question is “Additional details”
which is not considered in [22]. “Additional details” captures the
accuracy, comprehensiveness and completeness of the information
provided by the question. Questions with these additional details
can help users understand the problem better, hence provide better
quality answers. “Category matching” is also very important for
generating high quality question because good category matching
clearly communicates the question’s topic, and the most relevant
potential answerers can easily see the question. “Rep. rank of best
answer” is also important in determining QQ, and it indicates
how easily a question can achieve the best answer. User related
features (e.g., “Asker’s stars”, “Best answer ratio”, “Best answers
received”, “Asker’s points”, “Asker’s level”) play an important
role in determining QQ. This is consistent with our previous
observations and confirms our previous conjecture. In addition,
category- and answer-related features (e.g., “Average asker rating”,
“Average voter rating”, “Best answer length”, “Average answers
per question”, “Answer’s references inclusion”) also play a more
important role in determining QQ.

Given the IGs mentioned above, there are also other practical
things that an asker should do in writing a high quality question.
“Question’s references inclusion” is important because a question
with reference(s) included can help users better understand the
background of the problem described in the question, and users
have more chance to provide a good quality answer based on their
better understanding of the problem. “Wh-type” feature is also
important because “Wh-type” uses concise text and helps users
understand questions quickly. “Subject length” and “Question’s
content length” are also important. The subject or the content
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TABLE 4
A list of features in each type of question-, asker-, category-, and answer-related features.

Feature Description
Question-related features

Subject length Number of words in the question’s subject
Content length Number of words in the question’s content
Number of answers [6] Number of answers the question received
Number of comments Number of comments given by other participants
Number of polite words Number of polite words in question’s content
Category matching How well the question matches its current category in CQAS
Capital error Number of capital errors
Post time Time (in hours) of the day when the question was posted
Wh-type Wh-word introducing the question title (e.g.,“what”,“where”, etc.)
Total positive/negative votes Total number of positive/negative votes for the answers
Average of positive/negative votes Average number of positive/negative votes for the answers
Max positive/negative votes Max number of positive/negative votes for the answers
Most vote answer positive/negative votes Number of positive/negative votes for the answer which received most votes
QA overlap Words shared between question and answer which received most votes
Additional details Question’s additional details
Question’s references inclusion Including references or not in the question

Asker-related features
Asker’s points The total points earned from the beginning of the registration time
Asker’s level A skill level indicating the asker’s level of skill in the area
Question resolved Number of question resolved in the past for the asker
Total answers received Number of all answers the asker received in the past
Best answers received Number of best answers the asker received in the past
Question asked Number of questions the asker asked in the past
Points earned recently Number of points the asker earned in the recent week
Asker’s stars Number of stars the asker received
Member since [24] How long since the asker’s last registration
Best answer ratio Ratio of the asker’s best answer over all answers the asker posted
Question/Answer ratio Ratio of questions to answers the asker posted in the past
Prior asker-answerer interaction Number of prior interactions between askers and answerers

Category-related features
Average answers per question Average number of answers per question for that category
Average asker rating Average rating given by asker for an answer from that category
Average voter rating Average votes given by voters for an answer from that category
Average number of questions per hour Average number of questions per hour from that category

Answer-related features
Rep. rank of best answer [4] Reciprocal rank of the best answer in the list of answers for a question
Best answer length [15] The length of the best answer’s content
Answer’s reference inclusion Including references or not in the answer

of a question should not be too short to fully communicate the
information, but it should also not be so long (i.e., > 500 words)
that potential answerers will not read it. Fewer capitalization errors
and proper grammar are also important. A low number of capital-
ization errors and proper grammar help the users with context.
After we identified the features that have higher influences on QQ
(e.g., higher than a IG threshold), we use these features to predict
the QQ. The details of the prediction are presented in Section 5.2.

5.2 Prediction Model
We propose a graph-based CSSL algorithm called CSMRLP to
predict QQ in CQAS. This algorithm abstracts all influences from
the identified features in each asker-, question-, category- and
answer-related type to asker expertise, QQ, category reputation
and AQ. Then, it uses bipartite graph to mathematically formulate
the problem of learning these four abstracted categories, and
finally calculate the QQ.

Let U be the set of askers, Q be the set of questions, C be
the set of categories, and A be the set of answers. The identified
features for QQ prediction form the feature space of questions
(X (Q)), of answers (X (A)), of askers (X (U)) and of categories
(X (C)). Table 5 provides the description for each notation
used in CSMRLP. We construct the sets of bipartite graphs that
share the same question to be coupled. We use a bipartite graph
Gij = {Nij , Eij} to model the relation between asker expertise
and QQ. Nij is the set of nodes and Eij is the set of undirected
edges. Nij consists of two types of nodes that correspond to the

TABLE 5
Notations

Notation Description
U The set of askers
Q The set of questions
C The set of categories
A The set of answers
U The vector of askers’ asking expertise
Q The vector of question quality
A The vector of answer quality
C The vector of categories
E A matrix mapping users and their questions
wq(qi, qj) The weight for the edge linking question qi

and question qj
N The probabilistic transition matrix, where Nij is

the probability of transit from qi to qj
wu(ui, uj) The weight for the edge linking user ui and user uj

M A probabilistic transition matrix, where Mij is
the probability of transit from ui to uj

I A matrix mapping questions and the categories to
which they belong

λq The weighting parameter for questions
λu The weighting parameter for users

questions and the askers, respectively. There is an edge between
a question node and an asker node if the question is asked by the
asker. Below, we explain how the model works. We use a bipartite
graph to represent the relationship between questions (quality)
and askers (askers’ asking expertise). Suppose there are m askers
who ask n questions. Let U denote the vector (m× 1) of askers’
asking expertise, and Q(n × 1) denote the vector of QQ. Define
a m × n matrix E, where eij = 1(i ∈ [1,m], j ∈ [1, n]) means
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TABLE 6
Top 20 features with highest Information Gain (IG)

IG Feature
0.233010 Q: Additional details
0.224303 Q: Category matching
0.208208 A: Rep. rank of best answer
0.207116 U: Asker’s stars
0.198888 U: Best answer ratio
0.193148 U: Best answers received
0.190095 U: Asker’s points
0.184800 C: Average asker rating
0.000601 C: Average voter rating
0.000432 A: Best answer length
0.000416 U: Asker’s level
0.000232 C: Average answers per question
0.000231 Q: Question’s references inclusion
0.000230 A: Answer’s references inclusion
0.000203 Q: Question’s number of comments give by other participants
0.000195 Q: Subject length
0.000194 Q: The length of question’s content
0.000155 Q: Number of answers
0.000143 Q: Wh-type
0.000129 Q: Number of capital errors

ui asks qj , otherwise eij = 0. Then we can get E′ from E

E
′

ij =
eij∑n

k=1 eik
(1)

For the question part of the bipartite graph, an edge connects
any two questions (i.e., qi, qj) if they are in the same category. The
weight for the edge linking qi and qj is represented by wq(qi, qj),
which is calculated based on the cosine similarity between the
features of two questions xi and xj :

wq(qi, qj) = exp(−
‖xqi − x

q
j‖

2

λ2q
) (2)

where λq is a weighting parameter, wq(qi, qj) is set to be 0
if qi and qj belong to two different categories. In addition,
wq(qi, qi) = 0.

Define an n× n probabilistic transition matrix N :

Nij = P (qi → qj) =
wq(qi, qj)∑n

k=1 wq(qi, qk)
(3)

where Nij is the probability of transit from qi to qj . An edge
connects any two askers (i.e., ui, uj) who have asked questions
in the same category for asker part of the graph. The weight for
the edge linking ui and uj is represented by wu(ui, uj), which is
calculated based on the cosine similarity between the features of
two askers (asker-related features) xui and xuj :

wu(ui, uj) = exp(−
‖xui − xuj ‖

2

λ2u
) (4)

where λu is a weighting parameter, wu(ui, uj) is set to be 0 if ui
and uj have not asked questions belonging to the same category.
In addition, wu(ui, ui) = 0.

Then, we define an m×m probabilistic transition matrix

Mij = P (ui → uj) =
wu(ui, uj)∑m

k=1 wu(ui, uk)
(5)

Given some known (labeled) examples of U and Q. The following
equation can be used to estimate the askers’ asking expertise from
their neighbors and their questions’ qualities.

Uc+1 = αMUc + (1− α)E′Qc (6)
Correspondingly, the equation below can be used to estimate ques-
tions’ quality from their neighbors and askers’ asking expertise.

Qc+1 = βNQc + (1− β)ETUc+1 (7)
Repeating k (the number of iterations) times, all the questions’
quality and askers’ asking expertise can be estimated.

Algorithm 1 shows the pseudocode for iteratively finding
QQ and asker’s asking expertise. The algorithm first propagates

user expertise by estimating askers’ asking expertise from their
neighbors and their questions’ qualities (line 5). Second, the
algorithm propagates QQ by estimating questions’ quality from
their neighbors and askers’ asking expertise (line 6). Then it
clamps the labeled data of askers’ asking expertise and questions’
qualities (line 7). After repeating a certain number of times, the
algorithm can estimate all questions’ qualities and askers’ asking
expertise.

Suppose there are s categories. Denote C(s× 1) as the vector
of categories. Then we define an s × n matrix H , where hij =
1(i ∈ [1, s], j ∈ [1, n]) means question qj is in category Ci,
otherwise hij = 0. We can get H ′ from H

H
′

ij =
hij∑n

k=1 hik
(8)

Similarly, we can get
Cc+1 = γOCc + (1− γ)H ′Qc (9)

and
Qc+1 = ηPQc + (1− η)HTCc+1 (10)

where O and P are transition matrixes. We can get QQ after a
certain number of iterations.

Algorithm 2 shows the pseudocode for iteratively finding QQ
and category reputation. The algorithm first propagates category
reputation by estimating the reputation of categories from their
neighbors and their questions’ qualities (line 5). Second, the
algorithm propagates QQ by estimating questions’ qualities from
their neighbors and the reputation of categories (line 6). Then it
clamps the labeled data of reputation of categories and questions’
qualities (line 7). After repeating a certain number of times, the
algorithm can estimate all questions’ qualities and reputation of
categories.

Algorithm 1: Pseudocode for iteratively finding QQ and
asker’s asking expertise.

1 Input: user asking expertise vector U0, QQ vector Q0, E,
transition matrixes M and N , weighting coefficients α, β,
some manual labels of U0 and/or Q0.

2 Output: Questions’ qualities Q and askers’ asking
expertise U .

3 Set c=0.
4 while not convergence do
5 Propagate user expertise.

Uc+1 ← αMUc + (1− α)E′Qc. // Formula (6)
6 Propagate QQ. Qc+1 ← βNQc + (1− β)ETUc+1.

// Formula (7)
7 Clamp the labeled data of Uc+1 and Qc+1.
8 Set c = c+ 1.

9 return Q, U

Suppose there are u answers. Denote A(u × 1) as the vector
of AQ. Then, we define a u × n matrix I , where iij = 1(i ∈
[1, u], j ∈ [1, n]) means answer ai is the answer of question qj ,
otherwise iij = 0. We can get I ′ from I

I
′

ij =
iij∑n

k=1 iik
(11)

Similarly, we can get

Ac+1 = µRAc + (1− µ)I ′Qc (12)
and

Qc+1 = λTQc + (1− λ)ITAc+1 (13)

where R and T are transition matrixes. We can get the QQ after a
certain number of iterations.

Algorithm 3 shows the pseudocode for iteratively finding QQ
and AQ. The algorithm first propagates AQ by estimating answers’
qualities from their neighbors and their questions’ qualities (line
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5). Second, the algorithm propagates QQ by estimating questions’
quality from their neighbors and answers’ qualities (line 6). Then
it clamps the labeled data of answers’ qualities and questions’
qualities (line 7). After repeating a certain number of times,
the algorithm can estimate all questions’ qualities and answers’
qualities.

Denote Q∗1 as the QQ estimated based on asker-related or
question-related features. Denote Q∗2 as the QQ estimated based
on category-related or question-related features. Denote Q∗3 as
the QQ estimated based on answer-related or question-related
features. Thus we have

Q = Σm
i=1wiQ

∗
i (14)

where m = 3, and wi (i = 1, · · · ,m) are the weights.

Algorithm 2: Pseudocode for iteratively finding QQ and the
reputation of categories.

1 Input: category-related features vector C0, QQ vector Q0,
H , transition matrixes O and P , weighting coefficients γ,
η, some manual labels of C0 and/or Q0.

2 Output: Questions’ qualities Q and reputation of categories
C .

3 Set c=0.
4 while not convergence do
5 Propagate category reputation.

Cc+1 ← γOCc + (1− γ)H ′Qc. // Formula (9)
6 Propagate QQ. Qc+1 ← ηPQc + (1− η)HTCc+1.

// Formula (10)
7 Clamp the labeled data of Cc+1 and Qc+1.
8 Set c = c+ 1.

9 return Q, C

Algorithm 3: Pseudocode for iteratively finding QQ and
AQ.

1 Input: AQ vector A0, QQ vector Q0, I , transition matrixes
R and T , weighting coefficients µ, λ, some manual labels
of A0 and/or Q0.

2 Output: Questions’ qualities Q and answers’ qualities A.
3 Set c=0.
4 while not convergence do
5 Propagate AQ. Ac+1 ← µRAc + (1− µ)I ′Qc.

// Formula (12)
6 Propagate QQ. Qc+1 ← λTQc + (1− λ)ITAc+1.

// Formula (13)
7 Clamp the labeled data of Ac+1 and Qc+1.
8 Set c = c+ 1.

9 return Q, A

To determine the weight of each factor (wi) we use relative
comparison method. Let H = (hij)m×m, i, j = 1, 2, · · · ,m

hij =


1, if Q∗i is more important than Q

∗
j

0.5, if Q∗i is the same importance as Q
∗
j

0, if Q∗i is less important than Q
∗
j

(15)

Obviously:
{
hii = 0.5
hij + hji = 1

(16)

Since the weight of each factor is related to the practical ap-
plication, largely depending on the goal of the system, we can
qualitatively assign weights to Q∗1, Q

∗
2, Q

∗
3 according to the goal

of the system and determine the order of weight for each factor.
The weight can be calculated by the following formula:

wi =

∑m
j=1 hij∑m

i=1

∑m
j=1 hij

(17)

In this way, we quantify the qualitative weight of each factor in
Formula (14). Based on the result from the work [22], we prove
the convergence of CSMRLP in below.

Theorem 5.1. CSMRLP is convergent as the number of itera-
tions goes to infinity.

Proof: Suppose there are a labeled data and b unlabeled
data for the qualities of questions in ck (the kth category),
and r labeled data and s unlabeled data for askers’ asking
expertise in ck, i.e., Qck = [qck1 , ..., q

ck
a , q

ck
a+1, ..., q

ck
a+b]

T and
U ck = [uck1 , ..., u

ck
r , u

ck
r+1, ..., u

ck
r+s]

T . For analytical tractability,
we split the matrices E′, ET , M and N into four parts based on
labeled data and unlabeled data.

For category ck, given some known labels of U ck and/or Qck ,
Formulas (6) and (7) can be written as[

U ck
r

U ck
s

]
c+1

=α

[
Mrr Mrs

Msr Mss

] [
U ck
r

U ck
s

]
c

+ (1− α)[
E′ra E′rb
E′sa E′sb

] [
Qck

a

Qck
b

]
c

(18)

and[
Qck

a

Qck
b

]
c+1

=β

[
Naa Nab

Nba Nbb

] [
Qck

a

Qck
b

]
c

+ (1− β)[
ET

ra ET
sa

ET
rb ET

sb

] [
Qck

r

Qck
s

]
c

(19)

respectively. We only need to consider U ck
s and Qck

b because U ck
r

and Qck
a are labeled data and they are clamped to manual labels

in each iteration. Based on Formulas (18) and (19), we have[
U ck
s

Qck
b

]
c+1

=α

[
αMss (1− α)E′sb

(1− β)ET
sb βNbb

] [
U ck
s

Qck
b

]
c

+

[
αMsrU

ck
s + (1− α)E′saQ

ck
a

βNbaQ
ck
a + (1− β)ET

rbU
ck
r

] (20)

Let A =

[
αMss (1− α)E′sb

(1− β)ET
sb βNbb

]
,

d =

[
αMsrU

ck
r + (1− α)E′saQ

ck
a

βNbaQ
ck
a + (1− β)ET

rbU
ck
r

]
, we have

[
U ck
s

Qck
b

]
n

=An

[
U ck
s

Qck
b

]
0

+ (
n∑

i=1

Ai−1)d (21)

where

[
U ck
s

Qck
b

]
0

are the initial values for unlabeled askers’

asking expertise and questions’ qualities, and n indicates the
number of iterations. Based on the works [22], [43], ∃ ρ < 1
such that

∑s+b
j=1Aij ≤ ρ (∀i ∈ {1, 2, ..., s + b}), and therefore

An[U ck
s , Qck

b ]T0 → 0. Eventually, we can get the following fixed
values [

U ck
s

Qck
b

]
=(1−A)−1d (22)

Hence, the convergence of Algorithm 1 is proved.
Similarly, we suppose there are a labeled data and b unlabeled

data for the qualities of questions, and r labeled data and s

unlabeled data for category reputations, we also split the matrices
H ′, HT , O and P into four parts based on labeled data and
unlabeled data.
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Let B =

[
γOss (1− γ)H ′sb

(1− η)HT
sb ηPbb

]
,

e =

[
γOsrCr + (1− γ)H ′saQa

ηPbaQa + (1− η)HT
rbCr

]

Based on the works [22], [43], ∃ ε < 1 such that
∑s+b

j=1Bij ≤
ε (∀i ∈ {1, 2, ..., s + b}), and therefore Bn[Cs, Qb]

T
0 → 0.

Eventually, we can get the following fixed values[
Cs

Qb

]
=(1−B)−1e (23)

Hence, the convergence of Algorithm 2 is proved.

Similar to the approach of proving Algorithm 1, we assume
there are a labeled data and b unlabeled data for the qualities of
questions in category ck, and r labeled data and s unlabeled data
for answer qualities in ck.

Let D =

[
µRss (1− µ)I ′sb

(1− λ)ITsb λTbb

]
,

f =

[
µRsrA

ck
r + (1− µ)I ′saQ

ck
a

λTbaQ
ck
a + (1− λ)ITrbA

ck
r

]

Based on the works [22], [43], ∃ δ < 1 such that
∑s+b

j=1Dij ≤ δ

(∀i ∈ {1, 2, ..., s + b}), and therefore Dn[Ack
s , Q

ck
b ]T0 → 0.

Eventually, we can get the following fixed values[
Ack

s

Qck
b

]
=(1−D)−1f (24)

Hence, the convergence of Algorithm 3 is proved.

Let σ = max{ρ, ε, δ}. Thus ∃ σ < 1,
∑s+b

j=1Aij ≤ σ,∑s+b
j=1Bij ≤ σ,

∑s+b
j=1Dij ≤ σ, (∀i ∈ {1, 2, ..., s+ b}). Hence,

An[U ck
s , Qck

b ]T0 → 0, Bn[Cs, Qb]
T
0 → 0, Dn[Ack

s , Q
ck
b ]T0 → 0.

Thus, the convergences of Algorithm 1, Algorithm 2 and Algo-
rithm 3 can be achieved simultaneously.

Therefore, the convergence of CSMRLP is proved.

6 PERFORMANCE EVALUATION

In this section, we first describe the metrics used for evaluation,
then present how to setup the experiments, and finally present our
experimental results.

6.1 Evaluation Metrics

Our classification is formally a two-class classification problem.
We primarily focus on the high quality (or positive) class. The
reason behind this is that we have higher certainty about the true
positive likelihood of our high-quality labels compared to the
low-quality labels. For completeness, we measure Accuracy and
Specificity. Specifically, we measure the Precision, Recall, and F1
for the high-quality class, and measure Specificity and the overall
Accuracy for the low-quality class and both classes, respectively.

• Precision: the fraction of the predicted high-quality ques-
tions that indeed received a high-quality answer (rated as
high-quality by the asker), computed as TP

TP+FP , where
TP represents True Positive, and FP represents False
Positive.

TABLE 7
Parameter settings.

Parameter Meaning Setting
|U| # of askers 7685
|Q| # of questions 10000
|C| # of categories 26
|A| # of answers 57931
α A certain coefficient ∈ (0, 1) 0.5
β A certain coefficient ∈ (0, 1) 0.5
γ A certain coefficient ∈ (0, 1) 0.5
η A certain coefficient ∈ (0, 1) 0.5
µ A certain coefficient ∈ (0, 1) 0.5
λ A certain coefficient ∈ (0, 1) 0.5

ω1
Weight for QQ estimated based on asker-
or question-related features 0.5

ω2
Weight for QQ estimated based on
category- or question-related features 0.25

ω3
Weight for QQ estimated based on answer-
or question-related features 0.25

• Recall: the fraction of all rated high-quality questions
that were correctly identified by the system, computed as

TP
TP+FN , where FN represents False Negative.

• F1: the geometric mean of Precision (P) and Recall (R)
measures, computed as 2PR

P+R .

• Accuracy: the overall fraction of instances classi-
fied correctly into the proper class, computed as

TP+TN
TP+TN+FP+FN , where TN represents True Negative.

Often, Accuracy is not the right metric when the class
distribution is skewed.

• Specificity: the fraction of all rated low quality questions
that were correctly identified by the system, computed as

TN
FP+TN .

In the experiments, we will mainly focus on predicting the
high-quality class, thus we will rely more on Precision, Recall
and F1 rather than the overall Accuracy or Specificity [25].

6.2 Experiment Setup

We crawled questions posted between May and June 2013 from
Yahoo! Answers, and randomly sampled 10,000 questions from 26
categories. The dataset for evaluating our proposed method is the
randomly sampled 10,000 questions. We used those 20 features
with the highest information gain to evaluate the performance of
the baseline methods and our proposed method. We separated the
dataset into two parts: training data and testing data. Training rate
means the percentage of the dataset used as training data. For
example, a 90% training rate means that 90% of the dataset is
used for training and 10% of the dataset is used for testing. Then,
we performed classification using CSMRLP, MRLP and five tradi-
tional algorithms including one of the best performing classifiers
SVM in literature, respectively. We used the Weka implementation
of SMO [25], [29] to represent SVM in performance evaluation.
To avoid overfitting, we performed classification ten times at
each training rate for each algorithm, then we used the mean
value of each evaluation metric as the algorithm’s performance
on this metric. In addition, we varied the training rate, and we
repeatedly divided the dataset into training and testing sets using
cross-validation with percentage split and performed classification
multiple times at each training rate. Table 7 shows the parameter
settings in our experiment unless otherwise specified. For the
weights w1, w2 and w3, we used Formulas (15)-(17) to set the
values based on the number of question-, asker-, category-, and
answer-related features included in top 20 features.
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Fig. 5. Performance of various evaluation metrics versus training rate in CSMRLP and MRLP.

6.3 Experimental Results

Figure 5(a) shows the precision rate versus the training rate in
CSMRLP and MRLP. The Precision of CSMRLP does not change
much as the training rate increases, and it constantly stays at
around 0.847. The Precision of MRLP varies from about 0.354 to
0.459. It first increases as the training rate increases, and reaches
its highest value with a training rate of 50%. Then it begins to
decrease slowly as the training rate increases to 90%. Figure 5(b)
shows the recall rate versus the training rate in CSMRLP and
MRLP. The Recall of CSMRLP is consistent at around 0.857 and
its variance is very small. The recall rate of MRLP varies from
about 0.333 to 0.456. It changes as the training rate increases.
Figure 5(c) shows the F1 versus training rate in CSMRLP and
MRLP. The F1 of CSMRLP does not change much as the training
rate increases, and it is stabilized at about 0.848. The F1 of
MRLP varies from about 0.343 to 0.457. It first increases as
the training rate increases, and it reaches its highest value with
a training rate of 50%. Then it starts decreasing slowly as the
training rate increases to 90%. From Figure 5(a), 5(b), 5(c), we
find that CSMRLP has higher values of Precision, Recall and F1
than MRLP. This indicates CSMRLP outperforms MRLP in these
metrics. Figure 5(d) shows the Accuracy versus training rate in
CSMRLP and MRLP. The Accuracy of CSMRLP is stabilized
about 0.842 and the changes are small. The Accuracy of MRLP
varies from about 0.594 to 0.637. As the training rate increases,
Accuracy first decreases slightly. After the training rate increases
to 50%, Accuracy then begins to increase. Finally it reaches its
highest value with a training rate of 90%. From Figure 5(d), we
can find that the Accuracy of CSMRLP is always higher than that
of MRLP. This, again, suggests CSMRLP outperforms MRLP on
Accuracy.

Figure 6(a) shows the Specificity versus the training rate in
CSMRLP and MRLP. The Specificity of CSMRLP stays nearly
constant at 0.635 and its variance is small. It first slightly increases
as the training rate increases, reaching its highest value at a
training rate of 30%, and then remains nearly constant. Compared
with CSMRLP, the Specificity of MRLP is lower than that of
CSMRLP, and it has a relatively larger fluctuation. Since the
class distribution is skewed and the positive class accounts for the
majority, CSMRLP generates Specificity with smaller fluctuation,
which indicates CSMRLP performs better than MRLP. Figure
6(b) compares the Specificity of CSMRLP with other classic
classification algorithms. We find that the Specificity of CSMRLP
is higher than that of others, and it has a small fluctuation. The
Specificity of RandomForest significantly increases as the training
rate increases, whereas the Specificities of other algorithms do not
change much. NaiveBayes generates the second highest Specificity
in all of the algorithms. CSMRLP produces a higher Specificity
(with a small fluctuation) than all of the other algorithms even
when the class distribution is skewed and the positive class takes

the largest proportion, which suggests that CSMRLP performs
better than the other algorithms.

Table 8 compares the performance of various evaluation
metrics of CSMRLP with those of other classic classification
algorithms. Table 8 shows the Precision (top left) versus train-
ing rate using CSMRLP, J48, NaiveBayes, RandomForest, SMO
and AdaBoostM1. From Table 8, we can find the Precision of
CSMRLP is higher than that of RandomForest when the training
rate equals or is slightly larger than 10%. After the training rate
increases to 50%, the Precision of RandomForest is slightly higher
than CSMRLP. Both CSMRLP and RandomForest have a Preci-
sion greater than 0.84. RandomForest, as a supervised method,
highly depends on training rate [8], [20], and it achieves higher
Precision only if the training rate is large enough. This limits the
applicability of RandomForest to new sites and domains. However,
CSMRLP is not dependent on training rate, and it can achieve
high Precision at lower training rate. This is because CSMRLP
is a semi-supervised coupled mutual reinforcement framework,
which can simultaneously calculate content quality (QQ and AQ),
asking expertise, category reputation and thus requires relatively
few labeled examples [6]. The Precisions of J48, NaiveBayes,
SMO and AdaBoostM1 are lower than that of CSMRLP. This
suggests that CSMRLP can achieve higher Precision without
depending on the training rate. This demonstrates that CSMRLP
performs better than most of the classic classification algorithms.
More importantly, it achieves higher Precision without relying on
training rate, which overcomes the limitation of the supervised
approaches. Table 8 shows the Recall (top right) versus training
rate in CSMRLP, J48, NaiveBayes, RandomForest, SMO and
AdaBoostM1. In Table 8, it is obvious that RandomForest has
the highest Recall when the training rate is larger than 30%. It is
highly dependent on training rate, and it increases as the training
rate increases. CSMRLP has the second highest Recall, and it is
not dependent on the training rate. The recall values of the other
algorithms are roughly the same value. This indicates CSMRLP
has a good performance on Recall, and it outperforms most of the
other classic algorithms. Table 8 shows the F1 (bottom left) versus
training rate in CSMRLP, J48, NaiveBayes, RandomForest, SMO
and AdaBoostM1. From Table 8, we find the F1 of CSMRLP is
almost the highest among all of the algorithms when the training
rate is less than 50%. After the training rate increases to 50%, the
F1 value of CSMRLP is slightly lower than RandomForest, but
it is still much higher than those of the other algorithms. The F1
of CSMRLP is about 0.848 at different training rates, but the F1
of RandomForest is much lower than CSMRLP when the training
rate is less than or equal to 30%. RandomForest achieves higher
F1 only if the training rate is large enough and thus it is highly
dependent on training rate, but CSMRLP is not dependent on
training rate, and it can therefore achieve high F1 at lower training
rate due to the same reason explained for precision. The F1 values
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TABLE 8
Summary of various evaluation metrics for question quality versus training rate across different methods

Training rate Training rate
10% 30% 50% 70% 90% 10% 30% 50% 70% 90%

Precision Recall
NaiveBayes 0.753 0.768 0.774 0.771 0.778 0.839 0.845 0.845 0.849 0.845
J48 0.728 0.731 0.730 0.724 0.737 0.853 0.855 0.855 0.851 0.859
RandomForest 0.803 0.851 0.886 0.893 0.914 0.838 0.859 0.887 0.893 0.917
SMO 0.759 0.758 0.749 0.776 0.735 0.846 0.852 0.851 0.850 0.858
AdaBoostM1 0.735 0.734 0.733 0.731 0.740 0.853 0.855 0.855 0.851 0.859
CSMRLP 0.843 0.851 0.850 0.850 0.848 0.856 0.854 0.860 0.859 0.859

F1 Accuracy
NaiveBayes 0.784 0.791 0.793 0.787 0.798 0.742 0.749 0.750 0.750 0.753
J48 0.785 0.788 0.788 0.782 0.793 0.755 0.758 0.759 0.762 0.758
RandomForest 0.800 0.830 0.859 0.870 0.905 0.742 0.759 0.773 0.783 0.807
SMO 0.787 0.788 0.788 0.784 0.793 0.746 0.754 0.759 0.758 0.761
AdaBoostM1 0.788 0.788 0.789 0.785 0.793 0.753 0.755 0.759 0.755 0.759
CSMRLP 0.846 0.843 0.851 0.850 0.850 0.759 0.763 0.771 0.773 0.773
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Fig. 6. Specificity versus training rate.

of J48, NaiveBayes, SMO and AdaBoostM1 are much lower
than that of CSMRLP, suggesting that CSMRLP outperforms the
other algorithms. More importantly, CSMRLP achieves higher F1
values without relying on training rate. This, again, shows the
advantage of CSMRLP. Table 8 shows the Accuracy (bottom right)
versus training rate in CSMRLP, J48, NaiveBayes, RandomForest,
SMO and AdaBoostM1. In Table 8, we find that the Accuracy of
CSMRLP is almost the highest among all the algorithms, and it is
slightly lower than RandomForest only if the training rate is larger
than 50%. The Accuracy of CSMRLP remains almost constant as
training rate increases. Unlike CSMRLP, RandomForest is highly
dependent on training rate, and the Accuracy of RandomForest
significantly increases as training rate increases and it can achieve
higher Accuracy only if the training rate is large enough. The
accuracy values of the other algorithms do not change much
as training rate increases. The above results demonstrate the
robustness of the selected features and the algorithm CSMRLP
constructed using them.

Table 9 reports the average value for Precision, Recall and F1
for question quality in MRLP, NaiveBayes, J48, RandomForest,
SMO, AdaBoostM1, CSMRLP. From Table 9, we find that
RandomForest has the highest average for Precision, and it is
highly dependent on the training rate. However, CSMRLP has
the second highest average for Precision, and it is not dependent
on training rate. MRLP has the lowest average for Precision.
This indicates that CSMRLP outperforms MRLP and almost
all of the other classic classification algorithms on Precision.
We also find that CSMRLP has the second highest average for
Recall, and the average Recall value for CSMRLP is more than
0.857, which is much higher than MRLP. More importantly, it is
not dependent on the training rate. This suggests that CSMRLP
outperforms MRLP and most of the other classic algorithms on
Recall. CSMRLP has the highest average for F1 than all the other
algorithms except RandomForest and it does not depend on the
training rate, while MRLP has the lowest average for F1. This
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shows that CSMRLP outperforms both MRLP and most of the
other classic classification algorithms.

To estimate answer quality, we replace “Askers” with “An-
swerers” and utilize the same equations as before ((1)-(15)). Only
in this case we replace Q (question quality) with A (answer
quality) in equations (6), (7), (9), and (10) ((12) and (13) stay
the same). With these equations we model the interaction between
answerers and answers, the interaction between questions and
answers, the interaction between categories and answers, and
capture the mutual reinforcement relationship between answering
expertise and AQ, the mutual reinforcement relationship between
QQ and AQ, and the mutual reinforcement relationship between
category reputation and AQ. Thus, another algorithm, CSM-
RLPAQ (Coupled Semi-Supervised Mutual Reinforcement-based
Label Propagation Answer Quailty), is designed for answer quality
estimation. Similar to the proof of convergence of CSMRLP in
Theorem 5.2, the convergence of CSMRLPAQ can also be proved.
Many systems allow users to place “like” or “dislike” tags to
answers. The number of “likes” and “dislikes” is an indicator of
the overall answer quality. In our future work, we will consider ad-
ditional features (e.g., “like” or “dislike” tags) for evaluating AQ.

In order to fully verify the correctness of CSMRLPAQ,
we randomly chose different number of questions as the testing
samples (with the ratios of testing sample size to sample size lie in
[10%, 20%], [30%, 40%], [50%, 60%], [70%, 80%], respectively),
and estimated their answers’ qualities using CSMRLPAQ and
compared the result with the result of QQ estimation above.
Figure 7(a) shows the estimated answer quality for 1054 questions
randomly chosen from the sample questions. From the figure,
we find that most questions can receive answers with a quality
≥ 0.6. A few questions have lower estimated answer quality,
and this is because the questions are not well generated. Figures
7(b), 7(c), 7(d) show the estimated answer quality of 3162, 5271,
and 7379 questions randomly chosen from the sample questions,
respectively. In these figures, we observe similar results. That
is, most questions can receive answers with a quality ≥ 0.6,
with only a few questions having a lower estimated answer
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Fig. 7. Estimate answer quality of questions.
TABLE 9

Summary of the results for QQ in various methods
MRLP NaiveBayes J48 RandomForest SMO AdaBoostM1 CSMRLP

Precision 0.414 0.769 0.730 0.869 0.755 0.735 0.848
Recall 0.412 0.849 0.855 0.879 0.851 0.855 0.858
F1 0.413 0.791 0.787 0.853 0.788 0.789 0.848

quality. The experimental result is consistent with the result of
QQ estimation above, and it further confirms our conjecture:
low-quality questions are likely to receive poor answers, while
high-quality questions usually attract good answers. Question
quality does determine answer quality to a certain extent.

The previous studies [3], [6] show that the QQ features
influence the AQ. To better verify the correlation between QQ
and AQ shown in Section 4.4.3, we tested if the features of high
IG with respective to QQ are also important features for AQ.
Figure 8 shows the relationship between the average quality of
the answers and the average weighted summation of features of
top 20 IGs (WSFIG). WSFIG is the sum of the product of the
top 20 IGs listed in Table 6 and normalized numerical values of
the corresponding questions’ features. Specifically, we used the
formula

∏20
i=1 IGi · Fi to calculate the WSFIG, where IGi is

the information gain of the question’s ith feature in the feature
list of top 20 IGs, and Fi is the normalized numerical value of
the question’s ith feature among the top 20 features. In the figure,
we see that the quality of answers increases as WSFIG increases.
This indicates that the features of high IG with respective to QQ
are also important features for AQ, and thus verifies our analysis
on the correlation between QQ and AQ in Section 4.4.3.

To verify the performance of CSMRLPAQ, we also separated
the dataset into two parts: training data and testing data, and per-
formed classification using CSMRLPAQ and five classical classifi-
cation algorithms. For each algorithm, we also performed classifi-
cation ten times, and then used the mean value of each evaluation
metric as the algorithm’s performance on this metric. We also
varied the training rate and performed classification multiple times
for each algorithm at different training rates. Figure 9 compares
the performance of various evaluation metrics of CSMRLPAQ
with those of other classic classification algorithms. Figure 9(a)
shows the Precision versus training rate using CSMRLPAQ, J48,
NaiveBayes, RandomForest, SMO and AdaBoostM1. From Figure
9(a), we find that the Precision of CSMRLPAQ is higher than
that of RandomForest when the training rate equals or less than
50%. After the training rate increases to 50%, the Precision of
RandomForest is slightly higher than CSMRLPAQ. CSMRLPAQ
has a Precision greater than 0.84. RandomForest, as a supervised
method, highly relies on training rate [8], [20], and it can achieve
higher Precision only if the training rate is large enough, which
limits the applicability of RandomForest to new sites and domains.
However, CSMRLPAQ is not dependent on training rate, and it
can achieve high Precision at lower training rate. This is because
CSMRLPAQ is a semi-supervised coupled mutual reinforcement

framework, which can simultaneously calculate content quality
(AQ and QQ), answering expertise, category reputation and thus
requires relatively few labeled examples [6]. The Precisions of J48,
NaiveBayes, SMO and AdaBoostM1 are lower than that of CSM-
RLPAQ. This demonstrates that CSMRLPAQ performs better than
most of the classic classification algorithms. More importantly, it
achieves higher Precision without relying on training rate, which
overcomes the limitation of the supervised approaches. Figure
9(b) shows the Recall versus training rate in CSMRLPAQ, J48,
NaiveBayes, RandomForest, SMO and AdaBoostM1. In Figure
9(b), we find that the recall value of CSMRLPAQ is the highest
among all the algorithms when the training rate is less than or
equal to 30%. After the training rate increases to 30%, the recall
value of CSMRLPAQ is slightly lower than RandomForest, but is
still much higher than those of the other algorithms. The recall
value of CSMRLPAQ stays constantly at around 0.857. Unlike
CSMRLPAQ, RandomForest is highly dependent on training rate,
and the recall value of RandomForest increases as the training rate
increases. The recall values of the other algorithms are roughly the
same value. This indicates CSMRLPAQ has a good performance
on Recall, and it outperforms most of the other classic algorithms.
Figure 9(c) shows the F1 versus training rate in CSMRLPAQ, J48,
NaiveBayes, RandomForest, SMO and AdaBoostM1. From Figure
9(c), we find that the F1 of CSMRLPAQ is the highest among all
of the algorithms unless the training rate is larger than 70%. After
the training rate increases to 70%, the F1 value of CSMRLPAQ is
slightly lower than RandomForest, but it is still much higher than
those of the other algorithms. The F1 of CSMRLPAQ is about
0.847 at different training rates, but the F1 of RandomForest is
much lower than CSMRLPAQ when the training rate is less than
70%. RandomForest achieves higher F1 only if the training rate
is large enough and thus it is highly dependent on training rate,
but CSMRLPAQ is not dependent on training rate, and it can
therefore achieve high F1 at lower training rate due to the same
reason explained in Figure 9(a). The F1 values of J48, NaiveBayes,
SMO and AdaBoostM1 are much lower than that of CSMRLPAQ,
which suggests CSMRLPAQ outperforms the other algorithms.
More importantly, CSMRLPAQ achieves higher F1 values without
relying on training rate. This, again, indicates the advantage of
CSMRLPAQ. Figure 9(d) shows the Accuracy versus training
rate in CSMRLPAQ, J48, NaiveBayes, RandomForest, SMO and
AdaBoostM1. In Figure 9(d), we find that the Accuracy of CSM-
RLPAQ is almost the highest among all the algorithms, and it is
slightly lower than RandomForest only if the training rate is larger
than 70%. The Accuracy of CSMRLPAQ remains almost constant
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Fig. 9. Performance of various evaluation metrics for answer quality versus training rate in different methods.
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Fig. 10. Specificity in CSMRLPAQ and five other classic classification
algorithms.

as training rate increases. However, RandomForest is dependent
on training rate, and the Accuracy of RandomForest increases as
training rate increases and it can achieve higher Accuracy only if
the training rate is large enough. The accuracy values of the other
algorithms do not change much as training rate increases. The
above results demonstrate the robustness of the selected features
and the algorithm that CSMRLPAQ constructed using them.

Figure 10 compares the Specificity of CSMRLPAQ with other
classic classification algorithms. We find that the Specificity of
CSMRLPAQ is higher than that of others, and it stays nearly con-
stant at around 0.633 with a small fluctuation. The Specificity of
RandomForest significantly increases as the training rate increas-
es, whereas the Specificities of other algorithms do not change
very much. NaiveBayes generates the second highest Specificity
in all of the algorithms. CSMRLPAQ produces a higher Specificity
(with a small fluctuation) than all of the other algorithms even
when the class distribution is skewed and the positive class takes
the largest proportion, which suggests that CSMRLPAQ performs
better than the other algorithms.

Table 10 reports the average value for Precision, Recall
and F1 for answer quality in CSMRLPAQ, J48, NaiveBayes,
RandomForest, SMO, AdaBoostM1. From Table 10, we find that
CSMRLPAQ has the highest average for Precision, and J48 has
the lowest average for Precision. The average precision values
of CSMRLPAQ, J48, NaiveBayes, RandomForest, SMO and
AdaBoostM1 follow: J48<AdaBoostM1<SMO<NaiveBayes<
RandomForest<CSMRLPAQ. Also, CSMRLPAQ is not
dependent on training rate, and it can achieve high Precision at
lower training rate. This indicates that CSMRLPAQ outperforms
all of the other classic classification algorithms on Precision. We
also find that the average Recall value for CSMRLPAQ is more
than 0.856, which is higher than all the other classic classification
algorithms except RandomForest. This suggests that CSMRLPAQ
outperforms most of the other classic classification algorithms on
Recall. In addition, CSMRLPAQ has the highest average for F1,
while J48 has the lowest average for F1. The average F1 values
of CSMRLPAQ, J48, NaiveBayes, RandomForest, SMO and
AdaBoostM1 follow: J48<AdaBoostM1=SMO<NaiveBayes<

RandomForest<CSMRLPAQ. This shows that CSMRLPAQ
outperforms the other classic classification algorithms.

7 CONCLUSION
In this paper, we analyze the factors affecting question quality
(QQ) and extract four kinds of features (i.e., asker-, category-,
question- and answer-related) closely related to QQ. Then, we
propose a CSMRLP algorithm to predict QQ based on these four
kinds of features. We perform QQ classification and compare
CSMRLP with a previously proposed MRLP algorithm and five
other classic classification algorithms to verify the superior per-
formance of our CSMRLP. To completely test the performance of
CSMRLP, we vary training rate and perform classification multiple
times, and test the performance using various evaluation metrics.
In addition, we estimate the probability for a given question to
receive a high quality answer. We also find the greatest factors
in creating a high quality question; most notably the inclusion of
“additional details”, “category matching”, and “Rep. rank of best
answer”. Finally, we provide suggestions on how to generate a
question in order to achieve a high quality answer from the view
of the question’s features. In our future work, we will further study
the influence of social features on the perceptions of question qual-
ity; we will take into account question type (including social ques-
tions) [34] to enhance question quality evaluation. we will also
extract more features closely related to QQ and catch more charac-
teristics of good quality questions and unanswered questions in our
analysis. For the prediction task, we will further improve the pre-
diction accuracy by performing multiclass classification. Consid-
ering answerers sometimes choose questions (especially opinion-
related questions) to answer based on their interests, personal
preferences and social closeness, a question’s ability of attracting
answerers’ attention in this scenario may not accurately reflect the
quality of the question. In our future work, we will additionally
consider answerer-related features for question quality evaluation.
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